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Abstract

The influence of external loads on the stability of coating�substrate systems can be analysed by the finite element method. A
new FEM-code, suitable for parallel computer systems with an arbitrary number of processors, has been developed and tested on
different coating�substrate systems. The three-dimensional FEM discretisation of the coated tool reaches more than 800 000
elements with approximately 2 500 000 unknowns. This way, deformations and stresses caused by external loads can be computed
on a microscopic scale with sufficient accuracy and detail resolution. The presented method can contribute to a better
understanding of the coated tool’s behaviour under specific load situations, to the development of newly designed layer systems
and to the judgement about the suitability of certain layer systems and tool geometries for specific industrial applications. � 2001
Elsevier Science B.V. All rights reserved.
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1. Introduction

Coated tools have a higher edge life compared to
� �uncoated ones 1 , can produce a higher surface quality

� �of the new detail 2 and are well suited for high-speed,
dry and micro machining. So coating technology gained
a growing importance for industrial applications. Nowa-
days more than three-quarters of all tools are coated
with several materials and coating systems.

Recently, manufacturers of coated tools have had a
lot of experience and knowledge about coating tech-
nology and well-suited material combinations for se-
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lected industrial applications available, but do not inte-
grate numerical methods for investigating the mechani-

� �cal properties of coating systems 3 . Coating optimisa-
tion is still mostly achieved by means of ‘more or less

� �inspired’ trial and error approaches 4 , and the devel-
opment of new coating systems, especially for new
advanced machining technologies, requires a series of

� �expensive experiments 5 , in which the suitability of
the coated tool for the technological process, its resis-
tance against mechanical and thermal loads and the
adhesion between the different materials must be in-
vestigated, since the adhesion of substrate and

Ž .coating s has special importance for the further op-
� �timisation of coating technology 6 .

To achieve further progress in the development of
new coating systems, it is desirable to combine this
experimental dominated developing process with
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numerical simulations, investigating the influence of
external loads on the stability of the coatings, what
mainly depends on the tool’s deformation state, on the
resulting stress distribution inside the tool and on the
adhesion�stress ratio in a surrounding of the material
boundaries. These quantities are computable by three-
dimensional finite element simulations.

With the presented method, deformations, strains
and stresses caused in coated tools under real-use
conditions will be computed with a microscopic resolu-
tion. Stresses inside and between the coating layers
become available this way. The knowledge about the
stress distribution inside the coated tool, combined
with information about the adhesive strength between
the coating layers and the tool’s material, from which
critical stress values can be derived, allows predictions
about the robustness of the whole coating system.
Thus, this approach can support developing engineers
in the design of new coating�substrate systems for
advanced industrial applications, like high-speed, dry or
micro machining, and in the suitability judgement of
just established coating�substrate systems for special
use cases.

To match the high computational expense and the
large storage requirements of those computations, a
parallel operating FEM software and multi-processor
hardware are used, since on parallel computers the
runtime may be considerably reduced and the available
storage is substantially enlarged.

2. FEM modelling

For many years numerical methods like FEM are
� �widely used for stress analysis 7,8 . Coating�substrate

Ž . Ž .systems CSS are stressed by in general dynamic
forces and thermal loads and are influenced by other
features like residual stresses or cracks, what shall be
neglected within this study. Moreover, to bound the
computational effort, only static forces are considered
and thermal expansion and temperature-induced
stresses will not be included in the presented state of
the model. For the sake of a precise reflection of
realistic problems in the simulations, a three-dimen-
sional model should be used.

The process forces acting on the coated tool’s sur-
face and the clamping principle are included in the
simulational model as boundary conditions for the me-
chanical field problem.

Material parameters, like Poisson’s ratio � and
Young’s modulus E, which directly influence the defor-
mation u and the stresses �, depend on the material’s

Ž .temperature T. Precise coherencies T�� T and
Ž .T�E T are rarely known, in particular for hard

coating materials, but even approximations based on
experimentally determined single pairs of values could
improve the model’s accuracy. Allowing the material
parameters of the mechanical field problem to be tem-
perature-dependent, the simulations can be carried out
closer to the real use case, since in most machining
processes the tool’s temperature differs significantly
from room temperature. For example, the warm up of
the cutting edge during the machining process gener-
ates approximately 1000�C in high-speed chipping. Since
the tool’s deformation is typically very small, any tem-
perature changes caused by deformation-induced dissi-
pation can be neglected and the thermo-mechanical
field problem is de-coupled. After a three-dimensional

Ž .temperature distribution T x was computed from
boundary values prescribed on parts of the tool’s sur-

Ž .face, T x can be fixed and used like a parameter in
the mechanical field problem to include the material
parameter’s temperature dependency. The required
boundary data for the mechanical and for the thermal
field problem can be gained from measurements under
realistic technological conditions or from theoretical
considerations.

Both the thermal and the mechanical field problem
must be formulated and solved in a macroscopic scale,
since the external loads act on macroscopic parts of the
tool’s surface and the resulting temperature distribu-
tions and deformations are dependent on the whole
tool’s geometry. Thus, the problem scale is measured in
millimetres. However, the applied coating layers have a
typical thickness of at most a few micrometres down to
some 100 nm and are, like the tool’s substrate, charac-
terised by specific material parameters. These parame-
ters vary within a microscopic sub-region of the tool.
Whenever these parameters are temperature-depen-
dent, the temperature distribution must be computed
with a correspondingly high spatial resolution, and the
stress distribution is sought with at least the same
spatial resolution to allow its evaluation in the direct
surrounding of the material boundary layers. Thus, the
result scale is measured in micrometers. Therefore,

Ž .both the whole macroscopic tool mm scale and the
Ž .microscopic coating layers �m scale , must be re-

flected by the same geometrical model and the FE cells
of the computational grid must be �m- or nm-sized, at
least in a surrounding of the coating layers. Since the
equally spaced high resolution meshing of a tool of
volume 10 mm3 would require 1010 FE cells of size 1
�m3 and would produce a FEM equation system with

10 Ž�3�10 unknowns more than 250 GB just only for
.the solution vector! , such uniform high-resolution

meshes are not only not required but would also blast
available computer resources even on the most power-
ful hardware installations available on earth. For this
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reason highly graded FE meshes must be used, with
�m-sized FE cells near the coatings and mm-sized cells
away from it. For the sake of an acceptable condition
number of the FE matrices, the changes in the size of
the FE cells must be smooth and degenerating FE cells
with interior angles tending to zero should be avoided.

For the sake of shortness and simplicity, thermal
influences shall not be discussed in more detail in this
paper. Hence, throughout the rest of this paper a static
mechanical field problem will be analysed. The pre-
sented results are related to constant room tempera-
ture.

3. Parallel FEM simulation

The reachable accuracy of FEM simulations on stan-
dard hardware is basically limited by the available
storage and the acceptable computing time. Even when
adapting the mesh density to the accuracy require-
ments in an optimal manner, the dimension of the FE
equation systems for three-dimensional coating�sub-
strate simulations will reach some 100 000s or millions
and the computational effort and the storage require-
ments are extremely large, pushing the limits of stan-
dard hardware, even when advanced storage technolo-
gies and efficient solvers for the FE matrices are used.
For this reason, multi-processor hardware and parallel
working software was used for the computations, since
the usage of a distributed memory computer with N
processors reduces the computing time to less more
than the Nth part and increases the available storage
to almost N times.

In the last number of years, a variety of highly
specialised parallel hardware has been developed by
vendors like Cray, Fujitsu�SNI, Convex and others but
was mostly used at universities or governmental insti-
tutes and in but a few large enterprises only, since this
kind of computer is very expensive, mostly requiring
special qualified stuff and usually not well suited for
standard computer applications. Aside from this expen-
sive hardware, the concept of networked PC-clusters
with the operating system LINUX is worth the money
alternative. Simultaneous with the parallel task, each
integrated hardware component can be used for stan-
dard applications, too, giving the owner a greater flex-
ibility.

A mechanism for data exchange and communication
is needed when more than one processor of a dis-
tributed memory machine work together on the solu-
tion of a problem. That requires a physically existing

Ž .network fast Ethernet with transfer rates of 100 Mb�s
as well as additional software components for accessing

Ž � �.this network MPI, Message Passing Interface 9 .
For parallel FEM applications, the dominating pro-

Ž . � �gramming model is Domain Decomposition DD 10 .
ŽFor N processors, the simulational domain � the

.tool’s geometrical model is divided into N non-over-
lapping subdomains � with boundaries �� , and eachi i

processor does all the computational work related to
Ž .‘its’ subdomain Fig. 1 . All steps and data of the

algorithm, from mesh generation, FEM assembly and
solver up to the preparation of graphical post-processing
may be performed and stored locally by processor P ,i
with some local communication for data exchange over
the coupling boundaries �� ��� and some globali j

communication for control purpose and I�O. The ef-
ficiency of the whole parallel algorithm is highly influ-
enced by the quality of the DD: For a good load
balancing, each � should contain nearly the samei

Žnumber of grid nodes, and the smaller the set � �� i
.��� , the smaller is the expense for the necessaryj i� j

data exchange. The most time and memory consuming
part of the simulational program is the solver for the
linear equation systems, even when sparse matrix tech-
niques and fast solvers are used. Iterative methods
should be preferred, because direct solvers show a bad
error propagation and, due to the unavoidable fill-in,
require too much storage when applied to large equa-
tion systems. Moreover, the FE matrices’ large condi-
tion-number, mainly caused by the inevitable high mesh
graduation, requires special preconditioning tech-
niques. The pre-conditioned conjugate gradient method
Ž .PCCG is a well-established solver for FEM equation
systems. A variety of CG-preconditioners has been

� �developed and tested over the last years 10�15 . Addi-

Fig. 1. Domain decomposition of a cutting insert with boundary
Ž .conditions for a bending simulation above and boundary conditions

Ž .for the simulation of a cutting situation below .
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tional coarse-mesh preconditioning has shown to sub-
stantially reduce the necessary number of iterations.
For the presented simulations of coated tools, a PCCG

� �solver with hierarchical BPX preconditioning 16 and
an additional coarse-mesh solver was used.

4. Computational examples

Simulational results to the experimental oriented
bending problem sketched in Fig. 1 have been pub-

� �lished in 17 . A more application-related cutting situa-
tion will demonstrate the described method in this
article:

A 12�12�5-mm cutting insert made from metal
carbide with E � 600 GPa is used for turning
34CrNiMo6 at a cutting speed of 250 m�min with
width and depth of cut both being 1 mm. The calcu-

� �lated cutting force is F�3070 N 18 and was assumed
to act perpendicular to the chip-insert contact area
Ž .Fig. 1 . The length of this contact area was assumed to

Ž .be 1 mm. Using the force density function f x �
Ž . 26140 x	1 N�mm , which is constant in the y-direc-

tion and linearly decreasing in the x-direction, the
cutting force is distributed over the contact area.

0 Ž .In addition to the geometry with clearance 0 Fig. 1
the same technical process was studied for a cutting
insert with a clearance of 110, distinguished in the
sequel by the labels Cl0 and Cl11. The stress analysis
for this cutting situation was performed for the four
layer systems shown and labelled in Fig. 2 with layer

Ž .thickness 1.4 �m for MoST E�147 GPa , 2.4 �m for
Ž . ŽTiN E�401 GPa and 3.0 �m for Al O E�3602 3
.GPa . In the following, the notation Cl xCo y with
� 4 � 4x
 0;11 and y
 0;1;2;3 denotes the simulational

Fig. 2. Investigated coating�substrate systems.

Ž .Fig. 3. Computational grid for Cl0Co0 above and grid detail for
Ž .Cl0Co3 with 30 nm being smallest line distance below .

problem with clearance x and layer system y from Fig.
2. MoST is a special MoS layer patented by Teer2
Coatings Ltd. Since the largest gradients of the solu-
tion are expected around the contact area, the grid
lines in the x- and in the y-direction are concentrated
and equally spaced in the contact area. Outside this
region, the line distance was chosen to grow geometri-

Ž .cally Fig. 3 . To reflect the thin coatings properly, the
mesh in the layers is equally spaced, too, and in the
substrate region the line distance in the z-direction
grows geometrically with the distance from the coatings
Ž .Fig. 3 . Fig. 4 shows the deformed mesh with node
displacements magnified by 50. The clearance’s influ-
ence on the tool’s rigidity can be clearly seen, but in
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Table 1
Computed displacement values

Scale unit Cl0Co1 Cl11Co1
�m Min Max Min Max

u 	6.4 0.27 	11.1 0.32x
u 	5.0 0.19 	5.0 0.40y
u 	17.5 0.00 	25.6 0.00z

this coarse scale, the coating’s influence is not de-
tectable. The single components of the displacements
varied as given in Table 1.

Both problems were simulated on a mesh comprising
855 393 nodes. The FEM assembly took 6.5 min. For
the Cl0Co1 problem, 2843 iterations�4.04 h were
needed to solve the equation system, whereas the
Cl11Co1 problem took 3140 iterations�4.22 h. From
the computed displacements, the equivalent stress and
all the six stress components can be derived. The
graphical presentations of the stress � in Fig. 5 andx x

� in Fig. 6 clearly show the coatings’ influence on thex y

stress distribution. The brighter the colour in Figs. 5
and 6, the higher is the corresponding value. In Table 2
some numerical values are presented.

5. Conclusions

Further progress in the design of new coating�sub-
strate systems requires the combination of the still
experimentally dominated developing process with
numerical simulations on high resolution meshes for
investigating the influence of external loads and heat
sources on the coating stability. To overcome the long
computational time for realistic three-dimensional
simulations with a microscopic spatial resolution, paral-
lel hardware should be used. Temperature distribu-
tions, deformations and stresses in coated cutting in-
serts caused by external loads can be computed by
parallel FEM simulations with sufficient accuracy and
detail resolution. This is possible for application ori-
ented load situations as well as for experimental test
situations. Computed results are available at the inte-
rior of the tool and in a surrounding of the material
boundary layers, too. The presented method can con-
tribute to a better understanding of the CSS’s be-
haviour under specific load situations. It offers users of
coated tools the possibility to judge the suitability of
different coatings for their individual needs and manu-
facturers of coated tools a possibility to support the
development of new coating systems by simulational
computations. This way, the expense for the develop-

Ž . Ž .Fig. 4. Deformed meshes for Cl0Co1 above and Cl11Co1 below .

ment of application-specific coating systems can be
substantially reduced.
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